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Localization performance and spatial hearing abilities of blind persons are complex issues.
In everyday life we rely on the “fact” that blind people can hear better, without thinking of what
“better” means. Localization performance depends on many parameters such as properties of
the excitation signal, environmental conditions, individual aspects, and visual influence. Our
goal was to create a virtual environment aimed at helping the blind community use personal
computers. In developing this environment we were concerned to cover technical and hearing
related questions, as well as human factors. At first, this project included sighted subjects and
basic properties of the virtual audio system and the applied HRTFs were tested. Subsequently,
blind persons have been involved and comparative measurements performed using the same
equipment and selected localization tasks. Twenty-eight blind person’s localization perfor-
mances were tested and compared with the results of 40 sighted subjects in a virtual audio
environment. Blind subjects tended to be better in detecting movements in the horizontal plane
around the head, localizing static frontal audio sources, and orientation in a 2-D virtual audio
display. On the other hand, sighted subjects performed better identifying ascending sound
sources in the vertical plane and detecting static sources in the back. In-the-head localization
error rates and MAA results appeared to be about the same for both groups. The evaluation
was also supported by some informal questions.

0 INTRODUCTION

Virtual auditory displays (VADs) are often used in spatial
hearing research [1–6]. The term “virtual” reflects that—in
contrast to free-field environments—a headphone playback
system is used. In free-field listening situations, mostly in
anechoic chambers, sound sources are usually played back
over a set of loudspeakers and sitting or standing subjects
have to solve various localization tasks. To do this, the hu-
man hearing system utilizes the interaural time differences
(ITD) and the interaural level differences (ILD) between
the ear signals. In case of median plane sources, or if ITD
and ILD information is not delivering information, the fil-
tering effects of the outer ears (and body) help to identify
the sound source location. This set of direction-dependent
filters are called Head-Related Transfer Functions (HRTFs)
that can also be described in the time-domain as impulse
response functions (HRIRs) [1, 7, 8, 9]. HRTFs are de-
fined in a head-related coordinate system, characterized by
the angle of incidence ϕ (azimuth) in the horizontal and δ

(elevation) in the median plane.
Virtual audio simulators are usually incorporated with

some kind of HRTF filtering. The measurement problems
associated with HRTFs, including their spatial resolution
or individuality versus dummy-head systems, as well as
playback methods from time-domain to frequency-domain
representation, are widely discussed in the literature [10–

14]. From the literature, it can be concluded that the use of
individual or customized HRTFs establish the best possibil-
ity for a good localization performance, while dummy-head
HRTFs are inferior to human HRTFs [15, 16]. Furthermore,
for a correct emulation, the equalization of the playback
chain (mostly the transfer function of the headphone) has
to be realized [17, 18]. This equalization together with the
applied HRTF filtering and the lack of head-movements
result in various localization errors that make virtual en-
vironments inferior to free-field listening due to such fac-
tors as the increased number of localization errors (e.g.,
front-back reversals), mostly vertical decreased localiza-
tion performance, in-the-head localization, elevation shifts,
etc. [11, 19–21].

Research projects aiming at human-computer interac-
tion for blind people focus mostly on the development and
evaluation of VADs. The use of personal computers with
sounds in everyday environments usually requires head-
phone playback to avoid disturbing the aural environment
of others. The more sounds a VAD uses the more important
this becomes. Computers usually use GUIs (icons, menus,
colors, dynamic parameters, spatial distributed items on
a two-dimensional screen, etc.) that can only be used by
sighted users. Based on former results of others, the GUIB
project (Graphical User Interface for Blind Persons) started
to develop an audio interface for the blind community to
help them use personal computers [21–23]. For a better

568 J. Audio Eng. Soc., Vol. 60, No. 7/8, 2012 July/August



PAPERS VIRTUAL LOCALIZATION BY BLIND PERSONS

human-computer interaction the two main questions to be
investigated here are: first, how to map the visual-graphical
information into sounds; how to represent the functionality
of the system into sound by not risking the loss of properties
of sound that might represent some aspects actually better
than the visual representation. Second, how to play back
this information to the users, which includes the question
of whether or not to present some kind of spatial informa-
tion about the sound source.

This paper first gives a short overview about former re-
sults, focusing mainly on the GUIB project and auditory
displays, followed by an introduction to the measurement
procedure used and a comparison of results of blind persons
with former results of sighted users. Finally, some common
observations based on informal communication with the
blind users will be discussed and summarized.

0.1 Auditory Displays for Blind Persons
Visually impaired people have worked with and pro-

grammed computer systems since the 1970s. Systems such
as the Hal Screen Reader (SuperNova) or the tape-based
Versabraille became quite commonly used from the early
1980s. The first investigations that tried to establish dif-
ferent auditory interfaces and environments for the visu-
ally impaired for personal computers appeared in the early
1990s.

The concept of an auditory icon first was introduced by
Gaver [24, 25] followed by others [26–28]. The SonicFinder
[29] was an Apple program that tried to integrate auditory
icons into the operating system for file handling. It was not
made commercially available primarily because of mem-
ory usage considerations. Mynatt and colleagues presented
a transformed hierarchical graphical interface, utilizing au-
ditory icons, tactile extension, and a simplified structure
for navigation in the Mercator project [30]. The hierar-
chical structure was thought best to capture the underlying
structure of a GUI. The project focused on text-oriented ap-
plications such as word-processors and mailing programs
but neglected graphical applications. It was also reported
that blind users had positive response to the project, but that
they were skeptical about hierarchical navigation schemes.
They concluded that a spatial scheme would be better, pri-
marily for blind people who had lost their vision later in
life. Users who were born blind have more difficulty in un-
derstanding some spatial aspects of the display, but tactile
extensions could be helpful to understand spatial distribu-
tion and forms [31].

Currently, besides speech, the main auditory representa-
tions of visual objects are earcons, morphocons, auditory
icons, and mixed versions of them, such as spearcons, au-
ditory emoticons, etc. [32, 33]. Speech is still for most
blind users the most common method of getting informa-
tion about the screen on every computer platform. Text-To-
Speech (TTS) applications and various screen-readers offer
good quality speech with adjustable speed and the possibil-
ity of integrating external sounds. Auditory icons are more
effective than earcons, because they have a deeper semantic

mapping between the sound and visual event, while earcons
are “meaningless” sounds [27, 34]. Typical auditory icons
include familiar everyday sounds such as the sound of a
matrix-dot printer or ringing a bell. Typical earcons, include
such sounds as warning signals of the operating system or
musical notes and usually need interpretation and a longer
learning phase. Spearcons are speech-based earcons, spe-
cially compressed speech-segments, and words that have
been proved to be superior to earcons or speeded-up speech,
e.g., in menu navigations [34, 35]. Studies on the usability
of spearcons for different languages and evaluation of au-
ditory representations for the most important functions and
events of a computer screen together with the introduction
of auditory emoticons were recently presented and pub-
lished [33, 36]. Although, these solutions provide improved
accessibility in some cases, they do not replace speech in
human-computer interaction.

Blind users contributed to the evaluation of such systems
and welcomed the idea and the sound sets that can extend
or even replace some parts of the usual TTS interfaces.
Nevertheless, the investigations referred to above seldom,
if ever, used spatially distributed sounds having directional
information.

In the 1990s the GUIB project tried a multimodal inter-
face, using tactile keyboards (Braille) and spatial distributed
sounds, first with loudspeaker playback on the so-called
“sound-screen,” then using headphone playback and vir-
tual simulation [21–23, 37]. In this project the Beachtron
soundcard was used with real-time filtering of HRTFs to
create a virtual audio environment [38]. In an attempt to
create a better mapping of a rectangle computer screen as
well as to increase navigation accuracy with the mouse a
special two-dimensional surface was simulated in front of
the listener, instead of the usual “around the head” concept.
Listening tests were carried out first with sighted users us-
ing HRTF filtering, settings of ITD information based of
head size data, broadband noise stimuli, and headphone
playback. The results of these tests showed that increased
rates of headphone errors such as in-the-head localization
and front-back confusions and vertical localization was al-
most a complete failure [21, 23].

A follow-up study used additional high-pass and low-
pass filtering to bias correct judgments in vertical local-
ization (Fig. 1 ) and achieved about 90% of correct rates
[39, 40]. Emulation of small head-movements without any
additional hardware also seemed very useful in reducing er-
rors [20, 41]. In-the-head localization errors were reduced
for about one-third of the subjects in case of white noise
stimulus, however, front-back error rates were unaffected.

Fig. 1. A possible scheme for increasing vertical localization judg-
ments. Broadband input signals can be filtered by HPF and LPF
filters before or after the HRTF filtering.
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Spatially distributed auditory events could be used in spe-
cial window arrangements in different resolutions accord-
ing to the user’s experience and routine. In addition, dis-
tance information could be used for overlapping windows
or other parameters [42].

0.2 Localization Performance of the Visually
Impaired

Evaluation of the hearing ability of blind persons can in-
clude audiometric screening of the hearing threshold (sen-
sitivity), localization tasks in real-life sound fields (mostly
anechoic environments), and in augmented virtual realities
(VADs).

Audiometric screening of blind subjects revealed no evi-
dence for them having a better sensitivity and lower hearing
thresholds indicating no difference at the peripheral evalua-
tion in the hearing system in comparison to sighted subjects
[43–45].

Non-virtual experiments showed that improved localiza-
tion and distance perception can be achieved by training,
by learning, and by adapting to the different coloration
of signals also for sighted, partly, and late blind subjects
[45–52]. Interference between direct and reflected waves
creates spectral distortions, coloration of sound (such as
comb-filters do) that relate with distance information [53,
54]. Early blind subjects may localize better in the hori-
zontal plane and worse in the vertical plane in contrast to
sighted [46, 48, 55–58]. Some blind people are able to de-
termine distance, size, form, or even texture of obstacles
based on auditory cues [46, 55, 59, 60]. Improved obstacle
sense is mainly due to auditory feedback (reflections) [61,
62]. A research with two early and four late blind subjects,
as well as six sighted participants in the anechoic chamber
aimed at the ability of obstacle sense [63]. Comb filtered
noise was applied to test distance perception. Blind partic-
ipants performed better; however, differences in the ability
of subjects to detect coloration of test signals by the fil-
ter was almost the same for both groups, supporting that
localization performance is a central process in the brain.
Horizontal plane localization was also found to be supe-
rior for four congenital blind subjects to four blindfolded
sighted using 12 loudspeakers in an anechoic chamber with
and without head movements [64]. Although, the number
of participants is relatively low, blind persons performed
better at determining the sound source direction and at esti-
mating distance. Rotating the head improved only slightly
the results for both groups. By comparing behavioral and
electrophysiological indices of spatial tuning within cen-
tral and peripheral auditory space in congenitally blind and
normally sighted but blindfolded adults, it was found that
blind participants displayed localization abilities that were
superior to those of sighted controls, but only when attend-
ing to sounds in peripheral auditory space [65]. There is a
sharper tuning of early spatial attention mechanisms in the
blind subjects.

Real life training of blind persons include different train-
ing methods and exercises mostly in order to develop dif-

ferent equipment that improve orientation, safe movement,
and avoiding collision with obstacles [53, 61, 62, 66–72].
These Electronic Travel Aids (ETAs) should be easy to
use, have light weight during wearing, and not interfere
with normal hearing. Virtual reality simulators can also of-
fer training and Orientation and Mobility (O&M) tasks for
the blind, including active feedback of auditory and haptic
cues, such as beacon signals or vibrations [73–75].

In virtual environments, both spatial cues as well as sound
events, have to be reproduced usually over headphones and
in case of VADs, after selecting the best sounds for a given
event or visual cue. Cobb et al. reported no differences be-
tween blind and sighted persons in accuracy for identifying
environmental sounds [76]. However, when rating map-
pings from auditory icons to interface events, blind users
gave significantly lower overall ratings of the appropriate-
ness of the mappings [37]. One possible interpretation of
this result is that blind users have stronger associations of
sounds to physical events, and so to abstract away from
the established nomic relationship to a more metaphorical
one may be more difficult for them. This might be allevi-
ated with training, but it poses a challenge for the design
of auditory interfaces that will be immediately usable for
visually-impaired listeners [77, 78]. Another interpretation
might be that the auditory icons were not, in fact, very
realistic representations of the real life sounds and blind
people may have been more sensitive to discrepancies in
the mapping. On the other hand, the technique called car-
toonification can improve the acceptance of sound events in
contrast to realistic mapping (e.g., a gunshot can be better
recognized if a representation from a movie is used rather
than a recording of a real gunshot). Blind users declared
their interest in audio-only games, not only board and card
games (chess, poker) but also action games [79]. However
these investigations and solutions disregarded the spatial
properties of sound sources.

A recent Polish experiment included non individual-
ized HRTFs, individualized HRTFs derived from short-time
HRIR measurements, and personalized HRTFs based on
the CIPIC database with only nine untrained blind par-
ticipants [80, 81]. Individual HRIRs were recorded at the
blocked ear canal entrance in 5-degree horizontal and 9-
degree vertical resolution. Missing directions’ HRIRs were
interpolated based on the minimal-phase decomposition
for reaching a one-degree resolution. The applied head-
phone response was found to be linear without equaliza-
tion. White noise sound source was simulated around the
head and in the frontal plane. The broadband signal could
be localized relatively well: error rates of about 6–14 de-
grees horizontally and 9–24 degrees vertically were mea-
sured depending on spectral content and movement. Lo-
calization results showed in-the-head localization and fail-
ure of localization in case of non individualized HRTFs.
Improvement in localization by blind persons were ob-
served mainly in the horizontal plane in case of broadband
stimulus.

On the other hand, other experiments reported localiza-
tion of blind persons to be significantly worse than sighted
participants’. It was suggested that the reason for that could
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be that early blind persons had no possibility to learn the
mapping between auditory events and visual stimuli [64,
82]. One late blind participant had better results than early
blind subjects. Again, the number of participants was rel-
atively low, and blind persons had more in-the-head local-
ization errors in case of non individualized HRTFs.

Virtual audio simulators establish audio environments
that are considerably different from those encountered
in real-life situations. The use of headphones, non-
individualized HRTFs, and approximation-based ITD in-
formation settings, as well as the lack of head-tracking and
reflections during playback can lead to well-known local-
ization errors. Since it is assumed that increased localization
performance and source detection ability of blind subjects
is based on echolocation and coloration (both rely on the
interference and reflection patterns of direct waves), it is
also conjectured that attention and training are key factors
in developing such abilitities. Nevertheless, loss of impor-
tant localization cues in virtual environments can lead to
increased error rates and inconsistent experimental results,
and is also expected to decrease or completely nullify dif-
ferences between the performance of sighted and visually
impaired subjects. The primary goal of this experiment is to
confirm similarities and find differences in performance be-
tween these groups in selected listening tests within virtual
environments based on a larger number of participants.

1 MEASUREMENT SETUP

The measurement setup has been described in details
elsewhere [20, 21, 23, 38, 40]. The system is shipped with
the circumaural, open-dynamic Sennheiser HD540 head-
phone and contains a personal computer equipped with a
Beachtron DSP sound card that affords easy programming
and dynamic settings of source distance and HRTFs. Real-
time convolution of the mono input signal and the HRTFs
is made in the time-domain. The HRTFs originate from a
“good localizer” female in a measurement of Wightman
and Kistler [39, 83, 84]. Seventy-two measured HRTFs are
available in a form of 75-point minimum-phase-FIR-filter
set in 30◦ spatial resolution (see Appendix). Missing direc-
tions are calculated by linear interpolation from the four
nearest available measured directions and all subjects used
the same HRTF set during the measurement.

The first tests were made with 40 sighted and untrained
subjects, all with normal hearing. This included 20 males
and 20 females between 21 and 39 years of age (mean 28)
[21, 23]. Subjects filled in a questionnaire about personal
data (gender, age), computer skills, and headphone user
routine. Seven percent wear headphones everyday; 24% of-
ten; 59% seldom; and 10% never. The 28 visually impaired
participants included 22 males and 6 females. The mini-
mum age was 19, the maximal 64 with a mean value of 34
years. Sixteen subjects were born blind and the remainder
lost vision between 6 and 20 years of age, usually degener-
atively due to some kind of disease. Regarding headphone
usage, 10 subjects reported using them seldom or never, 10
frequently, and 8 daily.

First, a 300 ms white noise burst had to be localized in
an absolute localization task. A static sound source was
emulated in front and back of the listener to test front-
back reversals and in-the-head localization. Following this,
a (virtually) moving sound source around the head had
to be identified (direction of circling) as well as move-
ments of the sound source up and down in the median
plane.

This was followed by a Minimum-Audible-Angle
(MAA) discrimination task including two of the 300 ms
white noise burst separated with silence. MAA values were
determined in case of a moving source left, right, up, and
down compared to a static source in the origin in front of
the listener. Novelties and general conditions in this MAA-
measurement were:

— The use of a 2-D virtual sound screen in the front
of the listener. Sources could move only in the hor-
izontal (left and right) and in the median plane (up
and down) from the origin in 1◦ steps. This resulted
in the source distances not being constant and the
sources not appearing to move around the head.

— Subjects were asked to categorize the sounds into
the following groups: “no difference between the
sources,” “different sound sources,” and “I’m not
sure.” Subjects had the possibility to be uncertain
about their sensation: if sound sources seemed to
be completely identical or completely different, they
selected one of the first two options, in any other
cases they were uncertain.

— Burst-pairs had to be discriminated (a) as the sec-
ond source moves away from the static reference
source, then (b) as it moves toward the reference
point. We were looking for the nearest point to the
reference, from which the subject is able to discrimi-
nate the sources with certainty from both directions.
If the localization blur can be determined from both
direction of movement, a direction-independent lo-
calization performance result is obtained.

Finally, a sound source discrimination task was con-
ducted on a 3 × 3 grid in a 2-D VAD. Subjects responded
and reported on a questionnaire by answering the dedicated
questions of the experimenter.

While today’s techniques allow virtual simulation with-
out any dedicated hardware by using software-only solu-
tions, e.g., the VibeStudio Designer [85], in order to keep all
the parameters for a correct comparison of results, we used
exactly the same system setup for both groups of subjects,
despite the fact that the Beachtron card is not a state-of-the-
art solution for virtual audio. All the measurements with
sighted and blind participants covered several years from
2003 and instead of upgrading the measurement equipment
during this period, so as to obtain an accurate comparison,
we decided to use exactly the same setup for all partici-
pants. Measurements carried out for comparison with blind
participants in 2009 and 2010 were selected based on the
experience with the measurement setup and on former re-
sults obtained with sighted participants.

J. Audio Eng. Soc., Vol. 60, No. 7/8, 2012 July/August 571
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Table 1. Comparison of blind and sighted users in a listening
test for front-back confusion. Static sound source was simulated
in front of the listener. Total and relative numbers are shown for

correct answers (left column), correct but uncertain answers
(middle) and errors (right). Right-most column shows

in-the-head localization rates.

Front Front Back
(correct) (unsure) (error) IHL

Blind (total 28) 12 12 4 22
% 42.9 42.9 14.2 78.6
Sighted (total 40) 5 7 28 32
% 12.5 17.5 70.0 80.0

Table 2. Comparison of blind and sighted users in a listening
test for front-back confusion. A static sound source was

simulated in the back of the listener. Total and relative numbers
are shown for correct answers, correct but uncertain answers and

errors (frontal image and no answer).

Back Back Front No answer
(correct) (unsure) (error) (error)

Blind (total 28) 5 7 8 8
% 17.9 24.9 28.6 28.6
Sighted (total 40) 25 13 2 0
% 62.5 32.5 5.0 0

2 RESULTS

This section presents localization results for absolute and
MAA measurements of blind participants as well as former
results of sighted subjects for comparison. Based on F-tests
there was no difference between population variances. Due
to relatively large sample sizes Z-tests and T-tests could be
used for testing the difference between population propor-
tions. In all cases a significance level 0.05 was used for
statistical analysis.

2.1 Localization of a Static Source
The first experiment included absolute localization tasks

of a static sound source. The stimulus was a repeated
300 ms white noise burst separated by 400 ms of si-
lence. The main goal was to detect front-back confu-
sion and in-the-head localization rates. The static source
was first emulated in the frontal direction (δ = ϕ

= 0◦). Results were surprisingly good: 24 correct an-
swers (86%). As a control question, subjects were asked
whether or not the sound source appeared behind them
and half of the subjects were unsure and only guessed,
indicating that the results were unreliable (Table 1 ).
The same task using an emulated sound source behind (δ
= 0◦, ϕ = 180◦) shows decreased performance, only five
reliable and seven good guess answers appeared. Sixteen
subjects indicated they thought it was from the front or gave
no answer at all (Table 2 ).

After explaining to the subjects what in-the-head local-
ization means, a large number reported lack of real exter-
nalization in case of the frontal source simulation (78.6%).
Tables 1–2 show results for blind and sighted users for

Table 3. Comparison of blind and sighted users in a listening
test for a moving sound source in the horizontal plane. The sound
source was moving around the head to the left. Total and relative
numbers are shown for correct answers (left column) and errors.

Movement Movement
to the left behind the Other
(correct) head only answers

Blind (total 28) 28 0 0
% 100.0 0 0
Sighted (total 40) 20 17 3
% 50.0 42.5 7.5

Table 4. Comparison of blind and sighted users in a listening
test for a moving sound source in the median plane. The virtual

sound source was rising and falling from the origin in front of the
listener. Total and relative numbers are shown for correct
answers, correct but uncertain answers and errors in both

directions respectively.

Moving up Up Down
(correct) (unsure) (error)

Blind (total 28) 5 10 13
% 17.9 35.7 46.4
Sighted (total 40) 34 3 3
% 85.0 7.5 7.5
Blind (total 28) 13 13 2
% 46.4 46.4 7.2
Sighted (total 40) 20 15 5
% 50.0 37.5 12.5

comparison. While detection of the frontal source was
clearly better by blind persons (Z = ±1.96, Z = 2.845,
p = 0.0044), back direction was detected better by sighted
users (Z = ±1.96, Z=−3.649, p<0.001). In-the-head lo-
calization rates were almost the same for both groups and
quite large (Z = ±1.96, Z=−0.143, p = 0.886). Subjects
reported about in-the-head localization only once because
it was not influenced by the direction of the emulated sound
source.

2.2 Localization of a Moving Source
In case of a moving sound source, the task was to de-

tect the source moving around the head in the horizontal
plane to the left. This emulation does not use the 2-D rect-
angle virtual screen concept but the usual around-the-head
method. All blind subjects could detect this correctly show-
ing a much better performance than sighted participants did
(Table 3 ). There is an obvious difference between the re-
sult for sighted and blind people in for task (Z = ±1.96,
Z = 4.453, p<0.001). Many of the sighted subjects re-
ported the source to be moving only behind the head (in the
back hemisphere). Only 50% were able to detect the correct
movement. All blind subjects performed this task without
error.

The second task for subjects was to detect first the virtual
source rising from the origin in the median plane, followed
by the movement down from the origin (Table 4 ). Sur-
prisingly, sighted users performed much better in the case
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Fig. 2. Mean values as possible source locations for white noise
excitation in an MAA measurement with sighted people [14].
The first locations are listed in the right column of Table 5 for
comparison.

of rising source than blind users (Z = ±1.96, Z=−5.509,
p<0.001). The difference is less and not significant in case
of falling virtual sources (Z = ±1.96, Z=−0.290, p =
0.772). For blind users, the falling virtual sound sources
were easier to detect than those rising.

Surprisingly, changes of the elevation in the median plane
was easily recognized by sighted users. Some authors re-
ported decreased performance from the lower hemisphere.
Our results do not support this finding as 92.5% and 87.5%
were able to detect the correct direction. However, there
was greater uncertainty when the virtual sources were de-
scending.

Among our experimental subjects were eight musicians
with absolute pitch but they did not perform these tasks
any better by any means. Although all of them reported
in-the-head localization, and although front-back and up-
down decisions made by them were correct, all were unsure
about it.

2.3 Localization in an MAA-Task
Our former measurements with sighted users included an

MAA measurement using the same white noise excitation
signal. Instead of a single moving source, the task was to
detect the difference between two 300 ms bursts separated
by 300 ms. The first part of the burst pair was steady (at
the origin) as long as the second part was moving away
or toward this reference point left, right, up, or down. The
task was to detect whether they were similar or different.
The MAA was determined where a subject could discrim-
inate the two source directions both when the sounds were
moving away and toward each other. Our former investi-
gation also used LPF and HPF filtered versions of white
noise, as well as several new locations in the 2-D screen
[40]. Fig. 2 shows averaged results for sighted users in all
directions. For example, if a steady sound source is emu-
lated at the origin and another moving away from and/or
toward it on the left side, and the subjects can discriminate
them clearly, an MAA of 9.4 degrees on average will result.

Table 5. Comparison of blind and sighted users in an MAA task
in front of the listener. A steady sound source in the origin can be

discriminated from a moving source by 6.2–16.7 degrees
depending on the direction of movement. Maximum, minimum,

and mean values are shown for both target groups.

Blind Sighted

Left 18 4 7.7 20 4 9.4
Right 14 4 6.2 14 3 7.6
Up 28 6 14.1 32 8 16.7
Down 30 8 15.2 29 3 16.0

max min mean max min mean

Table 6. Comparison of blind user’s results in the same task as
shown in Table 5.

Never/seldom Often/daily

Left 16 4 7.8 18 5 7.6
Right 12 4 6.6 14 4 5.9
Up 28 6 14.4 24 8 13.9
Down 30 8 16.2 29 8 14.2

max min mean max min mean

For simplification reasons, we present here white noise and
for one MAA location only: for right, left, up, and down
movements respectively.

Table 5 shows results for blind and sighted users. Blind
users performed somewhat better in the horizontal plane
than sighted users, but differences are statistically not sig-
nificant (T(66) = ±1.996, t = 1.63, p = 0.107 left; t =
1.96, p = 0.054 right; t = 1.98, p = 0.052 up; t = 0.55,
p = 0.585 down).

As mentioned, all subjects had to fill out a questionnaire
about headphone usage. Thirty-one percent of sighted users
and 64% of blind persons were “often/everyday” users. Our
former results of sighted users were found to be independent
of age and gender, and little improvement in the localiza-
tion performance was found by subjects using headphones
often: mean localization blur in this case was reduced by
0.4◦–2.1◦. Table 6 shows results for blind persons only.
Results were calculated the same way as in Table 5. Little
improvement can be seen in the case of subjects using head-
phones frequently: a mean improvement of about 0.2◦–2◦

was observed for different directions, however, this differ-
ence is statistically not significant (T(26) = ±2.379, t =
0.129, p = 0.899 left; t = 0.628, p = 0.535 right; t = 0.219,
p = 0.828 up; t = 0.824, p = 0.417 down).

2.4 Localization on a 2-D VAD
The last test included a 2-D virtual audio display sim-

ulated in front of the listener in a 3 × 3 grid (Fig. 3 ).
Prior to the listening test, a detailed description was given
to the subjects and they reported localization judgments by
indicating a field by letter and number. The virtual sound
source was emulated in the middle of each field using HRTF
filtering, activated one by one in a randomized order. Ev-
ery subject performed two rounds and, thus, delivered 18
responses.
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Fig. 3. Spatial resolution of a 2-D virtual audio display in a 3 × 3
grid in front of the listener. Subjects indicate fields by letter and
number in the listening test.

Table 7. Results of 28 blind subjects giving 18 answers each in
two rounds (504 in total). Columns correspond to active target

fields, rows correspond to given answers (see Fig. 3.). Numbers
in the diagonal show correct answers.

Active field: A1 A2 A3 B1 B2 B3 C1 C2 C3

A1 (answer) 38 22 12
A2 38 14 4
A3 42 16 8
B1 6 28 8
B2 12 38 18
B3 10 30 12
C1 12 6 36
C2 6 4 34
C3 4 10 36

The former investigation with sighted subjects using the
same setup resulted in a mean score for correct answers of
48.3% [40]. Vertical errors were 47.5% and surprisingly,
there was also 4.2% of horizontal errors. In the current
investigation, blind users had no horizontal errors at all.
Table 7 shows correct answers in the diagonal. Due to the
number of subjects, we collected a total of 504 (63.5% cor-
rect) and 720 answers respectively (48.3% correct). Blind
subjects performed significantly better as they had 15%
more correct answers than sighted users did (Z = ±1.96, Z
= 5.242, p<0.001).

The most common error was to report B1 instead of A1,
B3 instead of A3, and C2 instead of B2. All errors were
in vertical directions only. Someone was declared to be a
“good localizer” if they scored at least 16 correct answers
out of 18. We only had two such subjects. More than 11
subjects scored 6. The worst result was 4. The mean value
of scores across subjects is 11.5 (64%), whereas for sighted
users it was only 8.7 (48.3%).

It was found that users who do not use headphones fre-
quently also had decreased performance in this task. Their
mean score was only 10 out of 18 answers, compared with
13 for users who wear headphones often.

Our former test also included a grid of 2 lines and 5
columns to test a decreased vertical and increased horizon-
tal resolution. Sighted users had 50.7% correct answers,
29.3% vertical, and 20.0% horizontal errors. We performed
this as an informal test with only two blind subjects. From
the 40 given answers only 4 were wrong and all errors were

in vertical directions. Although this is 90% correct, it is not
a relevant comparison due to the small number of subjects.

3 DISCUSSION

Real-life experiments showed that improved localization
and distance perception can be achieved by training and
by adapting to the different coloration of signals based on
sound reflections [45-54]. Early blind subjects may local-
ize better in the horizontal plane and worse in the vertical
plane in contrast to sighted [46, 48, 55-58]. Our results sup-
port this observation in the virtual environment, except for
back directions. In virtual environments spatial cues have
to be reproduced over headphones. An experiment with
non-individualized and individualized HRTFs, white noise
sound source, and headphone playback resulted in error
rates of about 6–14 degrees horizontally and 9–24 degrees
vertically [80, 81]. In our case error rates were 4–18 de-
grees and 6–30 degrees respectively. Localization results
showed in-the-head localization and failure of localization
in case of non individualized HRTFs. Some improvement
in localization by blind persons was observed mainly in
the horizontal plane. On the other hand, other experiments
reported localization of blind persons to be significantly
worse than sighted participants’ [64, 82]. At a relatively
low number of participants, blind persons had more in-
the-head localization errors in case of non individualized
HRTFs. We can also support that blind participants have
about the same in-the-head localization.

Our results show that some localization tasks can be
solved better by blind than by sighted persons. In general,
blind users can perform better in virtual localization tasks.
The most significant is the 14.7% improvement in the 3 ×
3 grid localization task (Table 7). Furthermore, blind users
could localize static front sources better than sighted users
(Table 1). The movement around the head was perfect
for blind persons, but only 50% correct by sighted users
(Table 3). This supports former observations that blind sub-
jects have better localization performance in the horizontal
plane [46, 48, 55–58, 64, 80, 81].

On the other hand, sighted users performed better if the
static source was behind them, mainly due to the fact that
most of the sighted users reported sensation only in the
back hemisphere (Table 2). The same is reflected in the re-
sults that only 50% could determine the movement around
the head and 42.5% had an image only in the rear hemi-
sphere (Table 3). The surprising finding was that detection
of ascending movements was clearly better than by blind
users (Table 4). We can speculate that an increase number
of front-back reversals, where frontal images tend to be lo-
calized in the back, assists to have more correct answers in
case of a sound source actually simulated in the back.

Two parameters, results of the MAA measurement and
in-the-head localization rates show almost identical results
for both groups (Table 1 and Table 5). Although blind users
had better spatial resolution in the discrimination task of
about 1–2 degrees horizontally and 1.4% less in-the-head
localization reports, these relative differences are too small
to be significant.
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Some tasks resulted in the same performance results for
both groups and so conclusions can be drawn indepen-
dent of the visual status of the subject. In contrast to static
sources if the sound source is moving, the movement helps
all subjects to judge ascending/descending directions in the
median plane. The same is true for front-back confusion: a
movement around the head makes it easier to detect front
and back directions. In the two-dimensional 3 × 3 and 5 ×
2 tasks sometimes the random placement generator has ac-
tivated fields next to each other (e.g., A2 after A1 or B3
after C3, etc.). Subjects reported that judging directions was
made much easier when there was a reference. If the fields
were not neighbors, the task was more difficult. We did
not observe any significant difference between genders or
between subjects who claimed to have musical background
and absolute pitch. Both sighted and visually impaired sub-
jects usually reported not being able to localize vertical
sources but only made judgments by the spectral coloration
difference because the ascending and descending sources
“sound different” (perhaps according to the filtering effect
of the HRTFs). Users who often wear headphones per-
formed better in both groups. Our former observation that
sources from the left side are typically harder to localize
was supported by the blind subjects as well. Results with
sighted users showed 2–4◦ average differences, while the
value for the blind users is 1.5◦. Sixty-seven percent of
sighted subjects had decreased spatial resolution on the left
side and only 6% on the right side. For blind persons this
was even more: 75% and 7%. We suggest that this may be
related to left or right handedness, because most of our sub-
jects were right handed and left handed users had decreased
resolution on the right side of the horizontal plane. Only
about 10% of our subjects were left handed so this could be
something for further investigations. Whether someone was
born blind or lost vision later did not influence the results
in our case. The best and the worst localizer also were not
born blind.

All the participants in this comparative study were un-
trained and no improvement of localization skills was
observed throughout the experiments. Repeated measure-
ments might reveal learning processes and improvements,
but in this case, subjects performed the tasks only once.
The three-category evaluation allows us to ask participants
about the reliability of their answers. Correct but doubt-
ful answers may indicate guessing and lucky judgments
rather than real localization. Sighted users also sometimes
reported the lack of real localization in the vertical plane
and making decisions based on different coloration of the
signals only. An increased number of insecure answers may
highlight the need for repeated control measurements with
a system.

Every significant difference in favor of blind subjects
originates in the lower number of front-back reversal rates,
which seems to determine successful virtual detection and
localization of sound sources. We can speculate that the
reason for this is that blind subjects are more accustomed
to having sound sources mostly in front of them as they
face them often during real-life situations. This may help
them to develop the ability of correct detection of virtual

frontal sources, even without head-tracking. The only task
where sighted subjects significantly out-performed blind
subjects was the detection of “upward” movement in the
median plane. Further investigations have to be performed
in free-field environments to validate these test results and
confirm these hypotheses.

At the end of the investigation we had some informal
conversations with the blind people. Most of them said that
they did not think that they hear better than sighted people
but they pay more attention to what they hear. They believed
that they develop the ability to discriminate sound sources
and to separate them. Not every blind person had developed
this skill and sighted users may be able attain the same skills
with practice. Blind people think that they obtain a lot of
information from reverberations from walls and objects on
the street. A corner or crossing can be detected by the loss
of the reflections of environmental sounds from the build-
ings as they walked past them. Also head-movements seem
to be very important during this task. Blind people make
intensive head-movements as they scan the acoustic field,
while sighted people make slow head-movements. Even
the surface materials of objects can be detected by sounds.
While only about half of the blind participants believed they
have a better sensitivity to lower sound pressure levels than
sighted people, only some of them had better localization
(spatial resolution) abilities.

This investigation is part of an international project in
which the goal is to evaluate and compare localization per-
formance of blind and sighted subjects. Besides virtual lo-
calization, free-field orientation and navigation tasks are
performed to test the effect of acoustic beacon signals on
veering during blindfolded walking as well as to examine
echolocation during the detection of silent objects [86, 87].

4 FUTURE WORK

Future work includes the implementation of selected au-
ditory icons and emoticons in the computer environment
mentioned in the Introduction, as well as the development
of an Electronic Travel Aid for the blind community. Both
incorporate spatially distributed sounds mostly via head-
phone playback. In addition, regarding spatial issues, we
plan further investigations with blind and sighted people
in free-field environments and everyday life situations so
as to develop a comparison with non-virtual localization
performance.

5 SUMMARY

Virtual localization performance of 28 blind persons was
investigated using a 2-D virtual audio display in front of the
listener and HRTF synthesis. New results were presented
and compared with former results of 40 sighted users with
the same equipment and measurement setup. Blind sub-
jects delivered better results on a 3 × 3 grid and in local-
izing static frontal sources (due to a decreased number of
front-back reversals). In the case of moving sources, they
were more accurate in determining movements around the
head in the horizontal plane. On the other hand, sighted
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participants performed better during tests in which the task
was to listen to ascending movements in the median plane
and to identify sound sources in the back. Results of an
MAA measurement in front of the listener, the ability to
detect descending movements and in-the-head localization
rates are almost identical for the two groups. In general,
blind subjects performed at least as well as sighted subjects
did on this virtual audio display, which indicates that experi-
ence and training in real-life environments can lead to better
virtual source detection and localization. Other factors, such
as gender, age, having a musical background or even abso-
lute pitch, or being born blind had no influence on the re-
sults. Evaluation was also supported by informal questions.
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APPENDIX

The Beachtron system was developed by Crystal River
Engineering and has served as a low-cost solution for
spatial audio [38, 83, 88–89]. It is a high-speed, 16-bit
digital-signal processing system capable of producing 3-
D sound. The Beachtron is a less expensive variant of the
Convolvotron. The system is software compatible with all
Crystal River Engineering products and supports the virtual
audio protocol. The system uses the HRTFs of a “good lo-
calizer” from measurements by Wightman and Kistler [84].
HRTFs are measured by placing microphones in a listener’s
ears near the eardrums. The listener is seated in an anechoic
chamber in the center of a spherical array of 74 loudspeak-
ers arranged at equal intervals. A 4-Hz train of 75 acoustic

clicks is played from each of them in turn and the response
is recorded and averaged. HRTFs are available in a form of
75-point minimum-phase-FIR-filter set in 30◦ spatial res-
olution. To render sounds at specific locations the filters
are combined into left and right ear listener-specific fil-
ters based on the distance model (simulating atmospheric
loss) and individual head diameter data (customization).
These filters are downloaded into the memory of the card
and output is then convolved with the filters. The filters
can be changed as often as every 46 ms (latency). Missing
directions are calculated by linear interpolation from the
four nearest available measured directions. Real-time con-
volution of the input signal and the HRTFs is made in the
time-domain. One Beachtron card can simultaneously spa-
tialize two sound sources. In addition, it supports external
auxiliary inputs. As a result up to eight cards can be used
simultaneously. The system is shipped with the circumau-
ral Sennheiser HD540 headphone and can be programmed
in C language. The Beachtron maintains a real-time model
of the listener’s head and head-tracking technology can
be applied (e.g., Polhemus). The Convolvotron is a high-
speed, digital-signal processing system capable of present-
ing eight binaural sound sources in a virtual environment.
The Acoustetron is a complete integrated 3-D audio work-
station for use in high-end VR applications. This system
is based on a 15-slot industrialized PC containing sound
source and spatialization cards. Complex multisource mod-
els (including reflection and Doppler) can be achieved with
the modular architecture.
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