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Listening tests were carried out for investigating the localization judgments of 
40 untrained subjects through equalized headphones and with HRTF (Head-Related 
Transfer Function) synthesis. The investigation was made on the basis of the 
former GUIB. (Graphical User Interface for Blind Persons) project in order to 
determine the possibilities of a 2D virtual sound screen and headphone playback. 
Results are presented about the minimum, maximum and average values of 
discrimination skills. The measurement method includes a special 3-category-
forced-choice Minimum Audible Angle report on a screen-like rectangle virtual 
auditory surface in front of the listener. Average spatial resolution of 7–11° and 
15–24° were measured in the horizontal plane and median plane respectively 
dependent of spectral content of the noise signal excitation. Accessory signal 
processing is suggested to enhance poor vertical localization performance. 

INTRODUCTION 

State-of-the-art virtual reality applications are available using head-tracking device, 
simulation of room reverberation, individual HRTFs and full auralization. These applications 
may need special hardware, lot of computation time for real-time rendering, circumstantial 
measurement and installation procedures restricted to expert users and researchers. On the 
other hand there is a need for low-cost solutions for everyday users, e.g. for visually disabled 
person to help to use personal computers with simplicity. This case we have to deal only with 
a plug-n-play sound card running under Windows OS and a headphone, often without any 
equalization or individual HRTF synthesis.  

This study contributes to the former GUIB (Graphical User Interface for Blind Persons) 
project. After introducing the goal and former results of this we briefly summarize the known 
problems and possibilities of virtual audio synthesis and listening tests. Detailed description is 
given in section 3 about the measurement system we use, including test signal generation and 
playback method. In section 4 results are presented about the localization blur in vertical and 
horizontal directions on a 2D virtual audio display. At the end conclusions are drawn for 
GUIB applications and future works are highlighted.  

The aim of the former GUIB project was to find solutions for the help of elderly and 
visually disabled people by the use of personal computers. Blind persons do not have the 
advantageous properties of graphical user interfaces (GUI) like MS-Windows, icons and the 
ability of orientation among multiple visual information [1, 2, 3]. Visual events on the screen, 
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such as opening files, closing windows, movement of the cursor, etc. have to be replaced or 
extended by sound events. The former results of this project related to sound reproduction are:  

− a collection of sounds, representing visual icons and events of the screen only by 
acoustical information called “earcons” [4],  

− the possibilities of different input media [5, 6, 7] and 
− the localization blur using a multi-channel loudspeaker playback system [1]. 
The surprising finding of the latest test has been: blind persons cannot localize better than 

people with normal vision; furthermore, loudspeaker playback is not suited for a real-life 
application. The so-called Sound Screen was a multi-channel array of loudspeakers with low 
spatial resolution. It was also large, heavy and disturbing for the environment (e.g. in an 
office). Nevertheless, connecting directional filtering and multichannel recordings played 
back via commonly used 5.1 loudspeaker arrangement is still an ongoing procedure [8]. 

It was therefore suggested to determine the localization blur with the same system using 
headphone playback as well. 

_________________________________________________________________________________________ 

1. SYNTHESIS OF VIRTUAL AUDIO ENVIRONMENTS 
Virtual audio synthesis is usually made through headphones. Some results exist from 

loudspeaker playback under restricted conditions and use. The goal is to create a virtual sound 
field for the listener in which he is able to localize sound sources and identify changes in 
sound source locations. During the simulation, a sound file is transmitted through a 
processing queue including directional dependent filtering. This can be made real-time in the 
frequency domain or in the time domain and could result in satisfying localization 
performance in the virtual audio space.  

Sound waves, reaching the eardrums, are affected by directional filtering of the outer ears. 
This binaural filtering effect determines basically the perception of the direction of sound 
sources depending on the angle of incidence [9–12]. Monaural cues are responsible for the 
perception of the elevation in the median plane, front-back directions and distance. The 
Interaural Time Delays (ITD) and the Interaural Level Differences (ILD) are the basic cues 
for the localization in the horizontal plane that results in a much better localization 
performance [13–18]. The directional information, delivered by the filtering effects of the 
outer ears, is complete at the entrance of the ear canal and this information does not vary 
along the cavity of the ear canal [10, 11, 19]. 

The transmission from a point in the free-field to the eardrums is described by the complex 
Head-Related Transfer Functions (HRTFs). In virtual audio environments the HRTFs have to 
be reproduced through headphones. We can use individual HRTFs, HRTFs from a “good 
localizer” or from a dummy-head for sound field reproduction. This fact influences the 
localization [12, 20–22]. It was shown, that HRTFs from a good localizer and the use of 
simple methods to make them more individual (like scaling in the frequency) can result in 
satisfying localization [23]. Nowadays, computational performance allows real-time 
convolution using the time domain variant of the HRTF called Head-Related Impulse 
Response (HRIR) [24, 25]. Other basic components for the localization are: spectral content, 
bandwidth, volume, duration, adaptation and learning, a-priori knowledge, and additional 
visual information.  
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According to the statements of the binaural technique, if we reproduce the sound pressures 
at the eardrums exactly, the listener will have the same spatial information as he would get if 
he was present at the sound field. For the reproduction a proper and individual headphone-
equalization is required, as far as possible [26–29]. This technique may contain errors as well, 
like front-back confusion and in-the-head localization due to headphone playback [19, 30]. 
Headphone auralization often produces an incorrect localization of sound sources and the 
most significant problem is in-the-head localization [31]. In general, results from free-field 
measurements tend to be better than when using headphone playback without individual 
recordings, but the use of individual HRTFs increases the localization performance [32]. 

Localization means finding the absolute position of the sound source. Localization blur is 
the smallest change in the direction of the sound source that can be perceived. To measure the 
latest, we have to search for the Minimum Audible Angle (MAA) or the Just Noticeable 
Difference (JND), where subjects only have to compare two sound sources and identify only 
the change of the source direction [33–39].  

Results in this field are difficult to compare, because experimental designs and methods 
differ. For a direct comparison of results, similar conditions are needed. Furthermore, better 
results can be obtained in a MAA measurement in contrast to an absolute measurement. 

The application of a headphone in a virtual synthesis introduces well-known errors. These 
are:  

− in-the-head localization (the lack of “externalization”), 
− front-back confusion, 
− sources appearing too near, 
− elevation shift, 
− ambiguity of movements symmetrical to the median plane. 
These can be reduced by adding head-tracking, room reverberation or using an alternative 

headphone design [40, 41]. The number of front-back confusions could be larger in case of 
individual HRTFs than for generic HRTFs, which is surprising because it is usually assumed 
that the use of individual HRTFs helps resolving front-back reversals [31]. 

Virtual Acoustic Displays (VADs) are widely used in several applications. A VAD 
identifies a virtual environment, where sound sources are artificially reproduced and listeners 
are able to localize and identify them. To realize a VAD, two independent questions have to 
be answered. First, which sounds correspond best to the visual representation and meaning of 
the object to be reproduced? In other words, what is the best mapping between sounds and 
events on the screen? Second, what is the localization blur using headphone playback? 

In principle, three-dimensional VADs can be realized by reproducing depth or distance 
information as well, e.g. by an object approaching to the listener or by overlapped windows. 
Overlapped windows are common in a GUI where usually only one window is displayed in 
full screen (or full sized) and others are running in the background, behind the active window. 
The perception of distance is relatively poor in human localization. State-of-the-art 
multimedia computers and applications nowadays allow full auralization. Only recently it 
became possible to handle huge amounts of computation data, real-time filtering of HRTFs, 
reverberation and head movement effects [42–49]. 
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2. MEASUREMENT METHOD 

For a future application with earcons, the localization blur of different signals have to be 
determined. The earcons are short (about hundreds of milliseconds) tones or special noisy-like 
sound events. Therefore, in the listening tests, we decided to use sound events of 300 ms 
duration of unfiltered and filtered versions of broadband noise to match and model in a 
generic but not too specific way the possible real application of earcons. 

Furthermore, the measurement has unusual and novel methods like the 3-category-forced-
choice, where subjects have to select from three possible answers, in order to determine the 
“uncertainty” of the listeners during their localization judgments (see later). A two-direction 
discrimination will be applied to determine the localization blur, independent of the direction 
of the moving sound source.  

Usually the coordinate system is related to the geometry of a VAD, and it is spanned by the 
scene [31, 50–52]. Instead of the commonly used method to measure the discrimination of 
sound sources with constant distance, a “virtual rectangle screen” is simulated. The virtual 
sound screen is a 2D square surface in the front of the listener. It was selected because only 
few experimental results exist with non-constant source distances in the front of the listener. 
Usually, horizontal plane experiments are made with constant source distance around the 
head.  

Secondly, the mapping from a visual screen (PC monitor) is better to a “screen-like” 2D 
virtual sound screen for the orientation with the mouse (see Fig. 1). The maximum range of 
simulated sound sources is ±60°, both horizontal and vertical. Because the distance of the 
source is not constant, sources beyond 60° are “too far away”, and it is assumed that subjects 
make their localization judgments based only on this distance information. In addition, we 
assume that the listener in a real life application would be able to adjust volume, so the 
parameter “distance” is neglected. We have to mention that externalization is maybe related to 
the perception of auditory distance, so control of signal level is maybe helpful to reduce in-
the-head localization [31]. 

 

 

 

Figure 1.  

Illustration of the 2D VAD [1]. The virtual 
acoustic surface is parallel with the Z-Y-
plane. The origin is in the front of the 
listener: ϕ=δ=0°. Virtual objects move 
during the measurement parallel with the 
Y- or the Z-axis, in the horizontal or 
median plane respectively. The black cross 
on the virtual screen illustrates possible 
sound source locations 

 

_________________________________________________________________________________________ 
György Wersényi 
Localization in a HRTF-based Minimum-Audible-Angle Listening test for GUIB applications 



Electronic Journal «Technical Acoustics» 2007, 1 
_______________________________________________________________________________ 

5 of 16

2.1. Setup 
The measurement setup is based on a PC with the Beachtron DSP Board. Real-time 

convolution of the mono input signal and the HRTFs is made in the time-domain (16 bit; 
44,1 kHz). The system is precisely equalized for the circumaural, open-dynamic Sennheiser 
HD540 headphone. The HRTFs originate from a good localizer in a measurement of 
Wightman and Kistler [24, 53, 54]. 72 measured HRTFs are available in a form of a 75-point 
minimum-phase-FIR-filter set with 30° spatial resolution. Synthesis of motion is achieved by 
linear interpolation between impulse responses derived from the four nearest minimum-phase 
HRTFs, with the interaural delays interpolated separately and inserted at the end of the 
filtering process [24, 53]. Linear interpolation of HRIRs and the use of ITD information in 
addition is widely investigated. This method was found to be the best method in case of 
missing measured HRTFs [55–57]. Duration and volume of the test signals were determined 
during a pre-test with 7 subjects. The existence of headphone playback errors was also 
determined [2, 3]. The main test was made with 40 untrained subjects, all with normal 
hearing. Untrained subjects are widely used in listening tests because their localization 
performance is worse than it is of trained subjects [58]. The individual modifications of the 
HRTFs correspond to measure the size of the head (distance of the ear canal entrances). 
Setting the ear canal distance could decrease the angular error [59]. 

Localization depends on the signal frequency (bandwidth), duration, loudness and a-priori 
knowledge. To reduce the parameters, we work with constant signal volume and duration. 
Excitation signals for the MAA-measurement are 300 ms noise burst impulse-pairs: white 
noise (signal A), 1500 Hz low-pass filtered noise (signal B) and a 7000 Hz high-pass filtered 
version of white noise (signal C). The SPL of signal B is by 10 dB, the level of signal C is by 
6 dB greater than the level of signal A for an almost constant sensation of loudness. These 
values are averaged according to the subjects’ opinion during a preliminary test. They had to 
determine the SPL for signal B and C to be as loud as signal A.  

Based on the literature, broadband noise bursts must exceed 100 ms to be the length 
independent from the sensation of loudness [60]. Stimulus frequency and duration are widely 
investigated in this context [61]. 

Signal A, B and C were chosen to fulfill the following requirements: 
− In length they have to match the earcons. 
− They have to be generic (no speech, music or earcons yet). 
− And similar to the earcons, which are tones or noisy-like broadband sound events.  
− For investigating the dependency of frequency they do not have to be too specific. 
− Subjective loudness should be the same. 
− Signals exceeding 40–80 dB and 250 ms are to localize the best. Above 50 dB and 

250 ms length the localization is independent of duration and loudness, so these values 
must be exceeded [9]. 

− Signal A is seen as “original” signal, and signal B and C are derived from it by low-pass 
and high-pass filtering respectively. It is suggested due to poor vertical localization to 
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use simple frequency filtering later to model elevation [2, 3], so the localization blur of 
the filtered versions of signal A also have to be determined. 

− Cut-off frequencies for the filtering were chosen to be far away from each other in the 
frequency for a good separation between signal A (whatever it is) and its filtered 
versions.  

− We have taken into account that MAA was found to be optimal for signals that either 
are below 1000 Hz or above 4000 Hz. MAA has a minimum between 250 and 1000 Hz, 
and above increases to a maximum. Between 3 and 6 kHz there is another minimum. 
[35–39, 62–68]. 

All these lead us to choose 1500 Hz and 7000 Hz for cut-off frequencies, but signals with 
different spectra or filtering may have different MAA results. 

 

2.2. General conditions 
Novelties and general conditions in our measurement are: 
− The use of a 2D virtual sound screen in the front of the listener. Sources can move only 

in the horizontal (left and right) and in the median plane (up and down) from the origin 
in 1° resolution. The source distance is not constant and the source is not moving 
around the head as usual. 

− Subjects have to report in a 3-category-forced-choice: “no difference between the 
sources”, “different sound sources” and “I’m not sure”. This is, because the subjects 
have spatial domains where they are uncertain. The size of this domain can be 
determined.  

− Sound events in pairs have to be compared: there is a stationary reference sound and a 
moving sound source (producing the same signal). The moving source is moving away 
from the reference source, after then it moves backward to the reference point. We are 
looking for the nearest distance from the reference, where listeners are able to 
discriminate the sources with certainty. This will be chosen for the new reference point. 
The auditory system has deteriorative accuracy and localization performance in case of 
an “incoming” sound in contrast to an “outgoing” sound event. This is because it is 
easier to perceive a sound event if it is loud and fades out as if it fades in from the 
silence. If we determine the localization blur from both directions of moving, we will 
get the direction-independent localization performance of the subjects. 

The first impulse of the burst-pair is always a fixed reference point, and the second is 
moving first away, then backward to the reference point. During the MAA measurement, 
subjects were asked to report in a 3-category-forced-choice. Possible answers were: “no 
difference” if the subject is not able to discriminate the sources and they seem to come from 
the same direction. “Different sound sources” means that he is able to distinguish between the 
signals. He may have the possibility to choose the answer “uncertain”, if he is not sure which 
is the case.  

At the beginning, the reference point is always in the origin. The second source is moving 
away from this reference. After the subject has reported “different sound sources” the moving 
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source moves backward. The nearest point where the subject in both direction of moving was 
able to distinguish the sources will be selected as the new reference point. Maximal total 
number of reference sources is limited to 13 horizontal (6 left and 6 right). 

The same test is made then in the median plane as well, where only two new reference 
points could be selected up and down respectively. The pause should exceed the 300 ms 
length of the signal for a correct separation of the burst pairs, so it was chosen 400 ms. 

In [62] a similar method was used, but only in a 2-alternative forced choice as the subject’s 
response was used to initiate the next trial. In [63] the subjects had also to report in a forced-
choice using pulse-pairs and they had the possibility to be uncertain. But this was not 
investigated deeply.  
 

2.3. Subject selection 
20 male and 20 female test persons between 21 and 39 years of age took part in this 

listening test under the conditions mentioned above. The test was carried out in the anechoic 
room. Results are presented below, showing average (AVG), maximum (MAX) and minimum 
(MIN) values of the measured data. Subjects were sitting on a comfortable chair with a signal 
button in the hands. During the 10 minutes of accommodation time the distance of the ear 
canal entrances (size of the head) was measured, a detailed explanation of the procedure was 
given and a trial run was made in one direction. Measuring the head diameter allows to set the 
ITD information more correctly in case of interpolated HRIRs [56, 57].  

Maximum, minimum and averaged values of the measured head diameter and age of the 
subjects are shown in Table 1 and 2 respectively. 

 
Table 1. AVG, MIN and MAX values of the measured distance between 

the ear canal entrances. Total average over every subject is 13 cm 

Ear canal distance [cm] AVG MAX MIN 
Male 13,6 15,2 12,0 

Female 12,4 13,3 10,5 
 

Table 2. AVG, MIN and MAX values of the ages of the subjects. Total 
average over every subject is 28 years 

Age [years] AVG MAX MIN 
Male 28,3 39 21 

Female 27,7 39 22 
 
First, signal A was presented in the directions “down”, “up”, “left” and “right”. After a few 

minutes break we continued with signal B and signal C. Overall time for the test was about 60 
minutes (15 minutes for each test signal on average). 

At the end, subjects had to fill out a questionnaire about personal data (gender, age), 
computer skills (result was: 59% “professional or engineer”; 41% “everyday user”) and 
headphone user routine (result: 7% “everyday”; 24% “often”; 59% “seldom”; 10% “never”). 
_________________________________________________________________________________________ 
György Wersényi 
Localization in a HRTF-based Minimum-Audible-Angle Listening test for GUIB applications 



Electronic Journal «Technical Acoustics» 2007, 1 
_______________________________________________________________________________ 

8 of 16

3. RESULTS 

Results were found to be independent of age and computer skills, but little improvement in 
the localization performance was found by subjects using headphones often. The spatial 
resolution is as good as independent of the gender. This fact was also observed by Chen, in an 
investigation for evaluating stimulus duration in context with localization [69]. 

Figures 2–3 show the results. In vertical directions, no significant differences appear 
between the results of female and male subjects. The average resolution for signal A is about 
15–17°, 19–24° for signal B and 18–23° for signal C. The maximum values can reach the 
double of the average value; the minimum values could be 10–50% of the mean value. 

In the horizontal plane signal A is localized the best with an average resolution of 7–9°, 
signal B with 9–11° and signal C with 8–10°. In general we can support the finding that 
broadband sources are localized the best as well as signals with lots of high frequency 
information, but the differences in our measurements are relatively low: the results of signal 
A are only 1–2° better than results of signal C and B. The resolution for all signals is similar: 
differences between nearby reference points are about 10 degrees. This difference is only 
smaller at reference points beyond 50°, so there could be large individual differences. For 
example, minimum and maximum values show that signal A could be localized on the left 
side by the best localizer much better than by others: he was able to detect his sixth reference 
point at 31 degrees, but some could only distinguish between two sources within the same 
distance. Large overlapping minimum-maximum areas indicate problems by a real application 
using the averaged values.  

Fig. 2 shows comparative results for Signal A, B and C from the left and the right side. 
Black spots correspond to new reference points (average value) between maximum and 
minimum values. Fig. 3 shows the same in the vertical directions.  

Our data are comparable with other results from the literature. Table 3 and Table 4 contain 
comparative results from the median and the horizontal plane, achieved by headphone 
playback under the given conditions and signals. 
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Figure 2. Representation of measured data in the horizontal plane. Black spots correspond to 
the average values, while solid lines to the deviations (maximum and minimum values) 
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Figure 3. Representation of measured data in the median plane. Black spots correspond to the 
average values, while solid lines to he deviations (maximum and minimum values) 
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Table 3. Comparative localization results in the horizontal plane using headphones 

AUTHOR SIGNAL, REMARKS RESULTS 
azimuthal mean value 9° 
azimuth errors with HRTF filtering 4°–6° 

Oldfield, Parker [70, 71] 

azimuth errors without HRTF filtering 11,9° 
Wersényi MAA values, 300 ms broadband noise,  

non-individual HRTFs of a good localizer 
7°–10° 

McKinley, Ericson [72] average error, MAA value 5° 
Middlebrooks [23] average error, non-individual HRTFs  

(other-ear-condition) 
 
average error, individual HRTFs  
(own-ear-condition) 

 
17,1°  
 
 
14,7° 

Duda [73] average error with human HRTFs 
 
average error for broadband signals (12kHz) 

4,5° 
 
3,4° 

Gardner [74] average angle error, pink noise bursts of 250 ms  14,3° 
 

Begault, Wenzel [75] average error (generic HRTF) 
 
average error (individual HRTF) 

21,7°–23° 
 
20° 

Martin [76] average error, 328 ms noise signal 
 
maximal error 

9,6°–9,7° 
 
13,1° 

 

Table 4. Comparative localization results in the median plane using headphones 

AUTHOR SIGNAL, REMARKS RESULTS 
elevational mean value 12° 
elevational error with HRTF filtering 6°–8° 

Oldfield, Parker [70, 71] 

elevational error without HRTF filtering 21,9° 
Wenzel, Foster [77] non-individual HRTFs, 16 subjects 

lower elevations, front 
 
lower elevations, side 

 
ca. 24° 
 
ca. 23° (side) 

Wightman, Kistler [54] average error 
lower elevations, front 
 
lower elevations, side 

 
ca. 21° 
 
ca. 20° 

McKinley, Ericson [72] MAA value, dummy-head HRTF 30°–35° 
Wersényi MAA values, 300 ms broadband noise,  

non-individual HRTFs of a good localizer 
15°-24° 

Duda [73] average error with human HRTFs 
 
average error for broadband signals (12kHz) 

19,2° 
 
17,2° 

Gardner [74] average angle error, pink noise bursts of 250 ms 34,2° 
 

Begault, Wenzel [75] average error (individual HRTF) 17–19° 
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4. DISCUSSION 

The goal was to determine how many virtual sound sources can be placed in the horizontal 
and in the median plane respectively (spatial resolution). The summarized findings are: 
− As expected, localization is poorer in the median plane than in the horizontal plane. 
− In the median plane, one third of the subjects could not localize the sources at all [2] 
− Age, gender and computer skills do not influence the localization, but subjects wearing 

often headphones delivered better results. 
− Broadband signals can be localized best, followed by high frequency stimulus and low 

frequency tones as the last, but differences are not very significant. 
− The hearing system is not symmetrical: different resolution can be measured on the left and 

the right side as well as up and down. Decreased resolution was observed on the left side in 
the horizontal plane for all signals. 

− The 2D virtual acoustic display is suited for replacing or extending the screen and visual 
information for blind and visually impaired people in case of proper mapping between 
acoustic and visual events, thus these results can be the basis for further GUIB applications 
and investigations.  

− Average resolutions of 7–11° and 15–24° were measured in the horizontal plane and 
median plane respectively dependent on the spectral content of the signals.  

− It is also suggested for a GUIB application to use broadband noisy-like sound events 
and/or tones with more high frequency content.  
Some earcons are already available derived from the decisions of blind people. Based on 

these results, for a GUIB-based simulation it is recommended 
− not to use vertical displacement of simulated objects, because one third of the users are 

not able at all to localize virtual sound sources in the median plane. One possible 
solution could be timbre or pitch modulation, frequency filtering based on 
psychoacoustic observations: signals having higher frequency components are “above”; 
signals with lower frequency elements are “below”, 

− to segment the horizontal plane for maximum 9 source positions in a spatial resolution 
of 10 degrees. 

Our current investigation is about to test the average spatial resolution by means of 
simulating steady sound sources in the positions marked with black filled dots on Figures 2 
and 3 [78]. 
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5. CONCLUSION 
Minimum Audible Angle measurements were made in order to determine the localization 

blur for signals with different spectral content. 40 untrained subjects reported in a 3-category-
forced choice using headphone playback and synthesized HRTFs. The Beachtron system is 
suited for listening tests and for low-cost solutions for everyday users: it offers real-time 
filtering of HRTFs, user-friendly applications and programming, headphone equalization and 
even individual settings of the HRTFs through the measurement of the head diameter. We 
found this system suitable for GUIB applications. On the other hand, the preliminary test 
showed that a low-cost real-time system with many efforts to a correct binaural reproduction 
has all kinds of headphone playback errors and vertical localization has to be increased.  

The results offer new material for further investigations. We have got the average, best-
case and worst-case resolution as the function of the stimulus frequency. Suggested listening 
tests are: 
− The evaluation of the “average” spatial resolution. It is expected that not all subjects will 

be able to discriminate so many source locations as shown on Fig. 2 and 3 [78].  
− As a special test, vertical localization can be tested using timbre or pitch modulation and 

by simple low-pass and high-pass filtering of the stimuli to create acoustic images “above” 
and “below”. It is expected that one third of the subjects will not be able to localize in the 
median plane without additional signal processing on the original signal.  

− Special test can be made for investigating left-right and/or up-down asymmetries in 
connection with right and left-handed persons. 

− Blind humans have to be asked to report about the excitation signals, preferred earcons and 
the way how the movement of the cursor has to be simulated. After the revision and 
extension of the set of the earcons they can be used in the simulation instead of the noise 
signals.  

− With the help of the visually impaired in the listening test we can determine whether blind 
persons can better localize in a virtual audio synthesis or not. 
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