SIMULATION OF SMALL HEAD-MOVEMENTS ON A VIRTUAL AUDIO DISPLAY USING HEADPHONE PLAYBACK AND HRTF SYNTHESIS
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ABSTRACT

Correct determination of sound source location often fails during headphone playback in virtual simulation. Among other cues, small movements of the head are considered to be important in free-field listening to avoid in-the-head localization and/or front-back reversals. Up-to-date virtual reality simulators are able to locate the head's actual position, and through proper feedback, real-time update of the actual HRTFs can be realized for a better spatial simulation. This study uses the BEACHTRON sound card and its HRTFs for simulating small head-movements by randomly moving the simulated sound source to emulate head movements. This method does not need any additional equipment or feedback. Results of a listening test with 50 subjects demonstrate the applicability of this procedure focusing on resolving in-the-head localization and front-back reversals. The investigation was made on the basis of the former GUIB (Graphical User Interface for Blind persons) project.
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1. INTRODUCTION

The former GUIB Project (Graphical User Interface for Blind Persons) was focused on creating a virtual audio display (VAD) for the elderly and the visually disabled [1, 2]. These individuals do not have the possibility to use graphical user interfaces and icons, and they need special tools if they want to use personal computers. This project included a number of experiments, such as finding the proper mapping between icons or events on the screen and sound samples (called Earcons), possibilities of different input media (Touch screen, Braille keyboards), and evaluation of playback systems [3-5]. First, a multi-channel loudspeaker array was tested and was found to be inappropriate. Subsequently, headphone playback through HRTF filtering was applied. Both methods used the BEACHTRON sound card for simulation. Although the GUIB project ended years ago, some psychoacoustic measurements have been made with this system. Those investigations focused e.g., on headphone playback errors, localization blur and spatial resolution of the VAD.

2. HEAD-TRACKING AND VIRTUAL LOCALIZATION

The purpose of our current investigation is to find tools to improve the localization performance with the system mentioned above. Leading to this investigation, we tested additional high-pass and low-pass filtering of sound sources to bias correct localization judgments in the median plane [6].

One of the main goals of this study is to decrease front-back reversals and/or in-the-head localization rates. It is well known that during headphone playback these errors influence localization [7-14]. State-of-the-art multimedia virtual simulators use head-tracking devices, simulation of room reverberation and different methods to create the best fitting HRTF set [15-19]. We focus on head-tracking that has been shown to be important for reducing such errors [20-23]. Furthermore, small head movements (often unwanted) of about 1-3 degrees could influence in-the-head localization in free-field listening through small changes in the interaural differences. We assumed that such minute of head movements could reduce in-the-head localization and the small changes in the interaural level and time differences may lead to better results. Dynamic changes through intentionally or unintentionally movements of the head in this order can be relevant [14, 24, 25].

State-of-the-art methods use headphones with a head-tracking device. Such a device has some sort of a feedback and additional hardware (e.g. laser pointer and receivers); typically they also require considerable computational resources. In the simulation it is possible to change the HRTFs dynamically, in order to create a correct spatial event, and compute the appropriate HRTFs synchronized to the listener's head-movements.

In contrast, our system is built on different methods. We try to find out how small head movements influence virtual localization. Instead of moving the head, using feedback and additional equipment, we simply simulate these movements by moving the virtual sound source. This is achieved by small changes in the HRTFs that are not synchronized with the actual position of the head. The goal of the investigation is to explore whether simulation and changes in HRTFs can replace additional hardware and head-tracking devices. These changes in the HRTFs are about 1-4 degrees, in order to simulate only small movements of the head, and to investigate the influence on in-the-head localization and reversals rates.

3. MEASUREMENT SETUP

The virtual audio display is simulated in front of the listener as a 2D sound screen as seen on Fig.1. The BEACHTRON system uses the HRTFs of a “good localizer” from measurements by Wightman and Kistler [26-30]. Real-time filtering is made in the time-domain by the HRIRs. Equalization for the Sennheiser
HD540 headphone was also included. Furthermore, it is possible to set the head-diameter to obtain a better interaural time difference simulation.

Figure 1. Illustration of the 2D VAD. The acoustic surface is parallel with the Z-Y-plane. The origin (the reference location) is in the front of the listener \((\phi=\delta=0^\circ)\).

The investigation was made in an anechoic chamber. Fifty young adults, university students, participated.

The simulation program sets the virtual sound source in the “front” direction \((\phi=\delta=0^\circ)\), which we considered as the target source location. Without the simulation of head-movements, this is a stationary source, a reference condition. During simulation, this sound source moved randomly by way of changing the following parameters:

(A): direction and extent of the movement (from 0º to 10º) both horizontal and vertical. In case of A=0, no movement will be simulated creating the reference condition of a stationary source.

(B): number of new locations (the number of times the source location is changed, 1 to 100)

(C): presentation per location (the number of times the stimulus is presented in one location, 1 to 1000).

After setting these parameters, white noise signal of 10 ms was played back. The length of the simulation is

\[
\text{Total time} = B \times C \times 10 \text{ (ms)}. \tag{1}
\]

For example, by setting A=2, B=50 and C=5 the following simulation could be made. A random generator calculates an actual source location within ±2º degrees of the origin that includes (-2, -1, 0, +1, +2) in all directions (see Fig.2). These points represent potential source locations. With B=50, fifty source locations will be determined and in each location the sound file will be presented five times (50 ms). Because the possible number of locations is 25, B=50 means that all of them will be selected twice in a random order. By reducing the number of C and increasing the number of B, we can simulate faster head-movements.

During the simulation subjects are asked to report - whether they experience the percept of a stationary or a moving source (perception of movement). This latter question is a control, because our goal is to simulate a sound source that appears to be steady, and thus we would like the subjects not to detect any movement.

We assumed that about 1-3 degrees of random movement will be perceived as a stationary source. At the start of the experiment, all subjects were exposed to the reference condition where A=0, corresponding to a stationary source in front of them, followed by stimuli with different A, B and C parameters.

Figure 2. Simulation for parameters \(A=1\) (left) and \(A=2\) (right). Total number of simulated source positions is \((2A+1)^2\).

During evaluation, subjects answered the following questions: “Is the sound source externalized or in-the-head?”, “Where is the simulated sound source in the virtual space?” and “Do you have the percept of a moving source?”. Results were filled in a table (see Table 2 and 3).

### 4. DISCUSSION

Results are presented here only for parameters \(B=100\) and \(C=50\). Setting \(A=0\) represents a sound source located at the origin in front on the listener. In this case, the same sound source location was selected 100 times and the sound file was repeated 50 times. These values correspond to a relatively slow simulation. By increasing parameter A, the 100 simulated sound source positions were equally distributed among a number of \((2A+1)^2\) source positions. For small A’s, more repeats were performed and each source locations was used several times (see Table 1.).

<table>
<thead>
<tr>
<th>(A)</th>
<th>(\text{Nr. of simulated sources})</th>
<th>(B)</th>
<th>(C)</th>
<th>(\text{Maximal length of simulation [sec]})</th>
<th>(\text{Possible number of repeats})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1 (origin)</td>
<td>100</td>
<td>50</td>
<td>50</td>
<td>(100)</td>
</tr>
<tr>
<td>1</td>
<td>9</td>
<td>100</td>
<td>50</td>
<td>50</td>
<td>11.11</td>
</tr>
<tr>
<td>2</td>
<td>25</td>
<td>100</td>
<td>50</td>
<td>50</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>49</td>
<td>100</td>
<td>50</td>
<td>50</td>
<td>2.04</td>
</tr>
<tr>
<td>4</td>
<td>81</td>
<td>100</td>
<td>50</td>
<td>50</td>
<td>1.23</td>
</tr>
<tr>
<td>5</td>
<td>121</td>
<td>100</td>
<td>50</td>
<td>50</td>
<td>0.82</td>
</tr>
<tr>
<td>6</td>
<td>169</td>
<td>100</td>
<td>50</td>
<td>50</td>
<td>0.59</td>
</tr>
<tr>
<td>7</td>
<td>225</td>
<td>100</td>
<td>50</td>
<td>50</td>
<td>0.44</td>
</tr>
</tbody>
</table>

Table 1: Different settings and values of parameter A during simulation.
When A=2, the number of possible source locations is 25 (see Fig.2). By setting B=100, we decided to use each location four times during the simulation. As a consequence, when A is greater than 5, the number of possible source locations is higher than B and only part of all possible source locations could be presented. In that case, a simulation of 50 seconds was too long and the subjects responded before the end of the trial. The actual length of the stimulus is thus not crucial, because it is a consequence of parameter C. Using a 10 ms sound file and a number of 50 for parameter C is the same as using a 50-ms sound file and a value of 10 for parameter C.

Parameter A was increased throughout the experiment and it terminated when subjects reported the percept of a moving sound source (by answering “yes” to the third question). First, they were exposed to the reference situation (A=0). Second, parameter A was set to 1, and the listening test was repeated etc. The answers were filled in the tables. Yellow fields indicate the perception of movement, so the simulation was stopped after that. This means, subjects exceeded the limit of the individual localization blur that influences the measurement and the evaluation [31].

Table 2 shows the results for in-the-head localization. N stays for externalized virtual source (no error) and Y stays for existing in-the-head localization. The first row in the table shows values of parameter A. For example, subject 23 had in-the-localization for the stationary source as well for the moving source in 1 degree steps. As we used A=2, he reported an externalized virtual source without perception of the movement. By A=3 he perceived the movement.

At the evaluation subjects could be classified in the following sets:
- subjects, where the simulation of head movements did help to resolve in-the-head localization (first they have it, later they do not). E.g. subject nr. 23.
- subjects, where the simulation of head movement did not help by resolving in-the-head localization (they have it from the beginning and also with simulation). E.g. subject nr. 14.
- subjects, where the simulation of head movement is not necessary for resolving in-the-head localization (they do not have it even without simulation). E.g. subject nr. 2.

From the 50 subjects 14 found the simulation helpful (28%). Most of them, 28 did not need it because they externalized the sound source from the beginning. For 6 subjects the simulation did not help at all. It is interesting that 2 subjects reported first externalized source then during the simulation in-the-head localization.

The same evaluation can be made for front-back reversals. It is often discussed that in case of a simulated sound source in the front a report of backward direction can be regarded as incorrect localization. Even using HRTFs from a good localizer can lead to a high rate of reversals. Therefore, Table 3 includes answers “front”, “back” and “other direction”. 23 subjects (46%) reported correct localization in the front and 24 (48%) reported back or other source locations independent of the head-movement simulation. 11 of the subjects (22%) reported mainly “other” directions and had never the sensation of a frontal sound source location. Only for two subjects did help the simulation.

Furthermore, the border of the yellow-filled fields shows the limit in degrees where subjects first perceived the movement. Most of the subjects reported this sensation at 3 degrees. Of course, this blue and yellow pattern is the same for both tables.

5. CONCLUSIONS

50 untrained subjects participated in a listening test using HRTF synthesis and headphone playback. A virtual sound source in front of the listener was simulated first stationary, followed by random movements of 1-7 degrees around the reference location in all directions. The goal was to simulate small head movements and to evaluate front-back reversal and in-the-head localization rates. Preliminary results using only one setting of the parameters lead us to conclude that this kind of simulation can be helpful to resolve in-the-head localization if we randomly move the simulated sound source about 1-2 degrees. For 28% this simulation was helpful while 56% of the listeners were not influenced at all. On the other hand, the simulation did not really influence front-back reversals. Correct perception of frontal direction appeared by 46% of the subjects. A further 26% reported about front-back reversals and 22% failed localization. Simulated head-movements more than 4 degrees will be perceived as a moving source.

6. FUTURE WORKS

Currently we are evaluating different settings, especially for parameters B and C. Optimum values for these parameters might be determined. A detailed evaluation and presentation of the results is planned to be made in the near future.
Table 2: Individual results about the existence of in-the-head localization for 50 subjects. N means externalized source, Y means in-the-head localization. Blue fields indicate a sound source that is perceived as a steady source, yellow fields indicate perception of movement.
Table 3: Individual results about front-back reversals for 50 subjects. “Back” and “other” indicate error in localization. Blue fields indicate a sound source that is perceived as a steady source, yellow fields indicate perception of movement.
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